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ABSTRACT 

Due to the development of e-commerce and web technology, most of online Merchant sites 

are able to write comments about purchasing products for customer. Customer reviews 

expressed opinion about products or services which are collectively referred to as customer 

feedback data. Opinion extraction about products from customer reviews is becoming an 

interesting area of research and it is motivated to develop an automatic opinion mining 

application for users. Therefore, efficient method and techniques are needed to extract 

opinions from reviews. In this paper, we proposed a novel idea to find opinion words or 

phrases for each featurefrom customer reviews in an efficient way. Our focus in this paper 

is to get the patterns of opinion words/phrases about the feature of product from the review 

text through adjective, adverb, verb, and noun. The extracted features and opinions are 

useful for generating a meaningful summary that can provide significant informative 

resource to help the user as well as merchants to track the most suitable choice of 

product.Opinions are very important in the life of human beings. These Opinions helped 

the humans to carry out the decisions. As the impact of the Web is increasing day by day, 

Web documents can be seen as a new source of opinion for human beings. Web contains a 

huge amount of information generated by the users through blogs, forum entries, and social 

networking websites and so on to analyze this large amount of information it is required to 

develop a method that automatically classifies the information available on the Web. This 

domain is called Sentiment Analysis and Opinion Mining. Opinion Mining or Sentiment 

Analysis is a natural language processing task that mine information from various text 

forms such as reviews, news, and blogs and classify them on the basis of their polarity as 

positive, negative or neutral. But, from the last few years, enormous increase has been seen 

in different Indian language on the Web. Research in opinion mining mostly carried out in 

English language but it is very important to perform the opinion mining in different Indian 

language also as large amount of information in different Indian languages are also 

available on the Web. This paper gives an overview of the work that has been done Indian 

language. 

 

KEYWORDS:Text, opinion mining, language, customer, review. 

INTRODUCTION: 

Opinion mining is a text analysis technique that uses computational linguistics and natural 

language processing to automatically identify and extract sentiment or opinion from within 

text (positive, negative, neutral, etc.).It allows you to get inside your customers’ heads and 

find out what they like and dislike, and why, so you can create products and services that 

meet their needs. When you have the right tools, you can perform opinion mining 
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automatically, on almost any form of unstructured text, with very little human input 

needed. Sentiment analysis can process thousands of pages, comments, emails, or surveys 

in just minutes for real-time results. Or you can perform opinion mining over time to see 

how sentiment classification rises or falls.NLP software allows you to train models to the 

specific terminology and criteria of your business for a consistently accurate and objective 

analysis of your customers’ conversations. Save time and money and leave behind the 

wavering subjectivity of manual human processing.  

 Cross language opinion mining using target extraction has a preferred goal of 

automatically extracting entity in which opinion expressed which is based on the various 

algorithms such as CRF, monolingual co-training algorithm etc. in which, these techniques 

are retrieves bulk amount of data for calculation of algorithms called unseen data. These 

types of data are very important and useful for the opinion target extraction. that includes 

the human vernacular language according to their nature but according to comparison of 

English language to another language these can overcomes the difficulty as well as 

problem in the data translation scheme to avoid these problem new method is invented 

called as ”CLOpinionMiner” , which meets the actual criteria for English language and the 

another language. These project works mainly focuses on the extraction of English 

language to Hindi language and these proposed system can be easily adapted for other 

languages. The majority of existing cross-dialect mining work concentrates on the 

assignment of estimation classification. It intends to characterize the estimation extremity 

of writings into positive or negative 

 In many methodologies, machine interpretation motors are specially used to adjust marked 

information from the source dialect to the objective dialect. Two models for conclusion 

classification are prepared in both the source and target dialects. A co-preparing 

calculation is utilized to consolidate the bilingual models and enhance the execution. 

Motivated by, an instinctive methodology is to straightforwardly utilize this technique to 

tackle this conclusion target extraction issue. Be that as it may, the methodology of is not 

suit-capable forward level undertaking. On the off chance that it is connected to 

concentrate feeling target, this work have to interpret the test information. In the wake of 

naming the deciphered test information, the labeled supposition target must be anticipated 

back to the source dialect again taking into account word arrangement. Such approach will 

be extremely delicate to the arrangement blunder on the grounds that every arrangement 

mistake will specially bring about a wrong target name. Along these lines, this work 

initially introduces a system which assembles two unique models both in the source dialect 

and embraces the monolingual co-preparing calculation to enhance the execution. In this 

methodology, English explained dataset is interpreted into Hindi with the assistance of 

machine interpretation administration. This work utilizes characteristic handling devices to 

parse both the first English dataset and the interpreted Hindi dataset. This work can 

specially utilize highlights created from the Hindi dataset, and this work can like-wise 

extend the elements of the English dataset into Hindi utilizing word arrangement data. For 

instance, to get the grammatical feature label highlight to f a Hindi, this work can specially 

utilize a Hindi POS tagger to tag the Hindi word or utilize an English grammatical form 
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tagger to tag English word and extend the outcome to the Hindi. Word in view of the 

arrangement data between them. In this manner, this work get two Hindi preparing datasets 

with distinctive components, one of which is produced from the interpreted Hindi dataset 

and other is anticipated from first English dataset.  

 

OBJECTS OF PROPOSED WORK: 

1) To study Indian languages with the help of Opinion Mining 

2) To analyze the customer reviews by Opinion extraction. 

 

REVIEW OF LITERATURE: 

Opinion mining and emotion recognition in an intelligent learning environment 

RaúlOramas Bustillos, Ramón Zatarain Cabada, María Lucía Barrón Estrada, 

Yasmin Hernández Pérez 

 

The development of the module consisted of creating an emotion tagged dataset of 

opinions; implementing an opinion mining module that processes sentences about 

computer programming, predicting or recognizing their polarity (positive/negative) and 

their type of emotion (frustrated, bored, excited, engagement, and neutral); and integrating 

the previous module in an intelligent learning environment. We evaluated the corpus, the 

accuracy of text polarity, and emotion recognition. The results with respect to polarity are 

promising (88.26%), however, the results in the detection of emotions are still low 

(60.0%). The reasons which likely explain these outcomes include a relatively small (7,777 

records) and unbalanced corpus. 

Mining Feature-Opinion in Online Customer Reviews for Opinion Summarization 

G. Somprasertsri, P. Lalitrojwong 

Online customer reviews is considered as a significant informative resource which is useful 

for both potential customers and product manufacturers. In web pages, the reviews are 

written in natural language and are unstructured-free-texts scheme. The task of manually 

scanning through large amounts of review one by one is computational burden and is not 

practically implemented with respect to businesses and customer perspectives. Therefore it 

is more efficient to automatically process the various reviews and provide the necessary 

information in a suitable form. The high-level problem of opinion summarization addresses 

how to determine the sentiment, attitude or opinion that an author expressed in natural 

language text with respect to a certain feature. In this paper, we dedicate our work to the 

main subtask of opinion summarization. The task of product feature and opinion extraction 

is critical to opinion summarization, because its effectiveness significantly affects the 

performance of opinion orientation identification. It is important to properly identify the 

semantic relationships between product features and opinions. We proposed an approach 

for mining product feature and opinion based on the consideration of syntactic information 

and semantic information. By applying dependency relations and ontological knowledge 

with probabilistic based model, the result of our experiments shows that our approach is 

more flexible and effective  
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A survey of sentiment analysis from social media data 

 

Koyel Chakraborty; Siddhartha Bhattacharyya; Rajib Bag 

In the current era of automation, machines are constantly being channelized to provide 

accurate interpretations of what people express on social media. The human race nowadays 

is submerged in the idea of what and how people think and the decisions taken thereafter 

are mostly based on the drift of the masses on social platforms. This article provides a 

multifaceted insight into the evolution of sentiment analysis into the limelight through the 

sudden explosion of plethora of data on the internet. This article also addresses the process 

of capturing data from social media over the years along with the similarity detection based 

on similar choices of the users in social networks. The techniques of communalizing user 

data have also been surveyed in this article. Data, in its different forms, have also been 

analyzed and presented as a part of survey in this article. Other than this, the methods of 

evaluating sentiments have been studied, categorized, and compared, and the limitations 

exposed in the hope that this shall provide scope for better research in the future. 

More than words: Social networks’ text mining for consumer brand sentiments 

Mohamed M.Mostafa 

Institute Universitário de Lisboan, Business Research Unit, Avenida das Forces 

Armadas, Lisbon, Portugal 

 

Blogs and social networks have recently become a valuable resource for mining sentiments 

in fields as diverse as customer relationship management, public opinion tracking and text 

filtering. In fact knowledge obtained from social networks such as Twitter and Facebook 

has been shown to be extremely valuable to marketing research companies, public opinion 

organizations and other text mining entities. However, Web texts have been classified as 

noisy as they represent considerable problems both at the lexical and the syntactic levels. 

In this research we used a random sample of 3516 tweets to evaluate consumers’ sentiment 

towards well-known brands such as Nokia, T-Mobile, IBM, KLM and DHL. We used an 

expert-predefined lexicon including around 6800 seed adjectives with known orientation to 

conduct the analysis. Our results indicate a generally positive consumer sentiment towards 

several famous brands. By using both a qualitative and quantitative methodology to 

analyze brands’ tweets, this study adds breadth and depth to the debate over attitudes 

towards cosmopolitan brands. 

 

MATERIAL AND METHODS: 

Datasets 

 

In our proposed system, the review datasets of the products are directly taken in online 

from the Amazon website www.amazon.com by using the import.io tool After feeding the 

online data set, we have to download a .csv file of our desired product, we can collect the 

reviews of numerous users for the product and now these reviews can be viewed by 

product wise. With the help of online review data sets, the user’s opinions are getting 

collected and we can get the users feedback for the products. After applying the data 

reprocessing technique and the stop words are removed. Now the wordlist is going to be 

viewed comparing this word list with a bag of words containing good opinions and Bad 

opinions after this opinion mining, we can get the high pinioned products.Those products 

can be viewed in the browser. 
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As most of the people require review about a product before spending their money on the 

product. So, people come across various reviews in the website but these reviews are 

genuine or fake is not identified by the user. They give good reviews for many different 

products manufactured by their own firm. User will not be able to find out whether the 

review is genuine or fake. The system will find out fake reviews. User will view various 

products and will give review about the product. And the user will get genuine reviews 

about product. 

 

Data extraction 

Identifying expressions of opinion in context” [19], in this technique, while data extraction, 

frameworks have been fabricated to answer questions about realities; subjective data 

extraction frameworks will answer questions about sentiments and conclusions. A step 

towards this objective is recognizing the words and states that express feelings I n content. 

Without a doubt, albeit much past work has depended on the identification of feeling 

expressions for an assortment of slant based NLP undertakings, none has concentrated 

specifically on this imperative supporting assignment. 

 

Support Vector Machine (SVM) 

 

SVM in machine learning is a supervised learning model with the related learning 

algorithm, which examines data and identifies patterns, which is used for regression and 

classification analysis. Recently, many classification algorithms have been proposed, but 

SVM is still one of the most widely and most popular used classifiers. Applying the kernel 

equations arranges the data instances in such a way within the multi-dimensional space, 

that there is a hyper-plane that separates data instances of one kind from those of another. 

The kernel equations may be any function that transforms the linearly non-separable data 

in one domain into another domain where the instances become linearly separable. Kernel 

equations may be linear, quadratic, Gaussian, or anything else that achieves this particular 

purpose. Once we manage to divide the data into two distinct categories, our aim is to get 

the best hyper-plane to separate the two types of instances analyze the dataset and form the 

candidate groups using the process of SVM Classifier and we also proposed some 

behavioral features which are considered for finding fake reviews. Our analysis and 

experimental findings on real datasets provide valuable insight on the domain of fake 

reviews. 

                                           Finding the opinion fake from huge amount of unstructured 

datahas become an important research problem. Now business organizations, specialists 

and academics are putting forward their efforts and ideas to find the best system for 

opinion fake review. Although, some of the algorithms have been used in fake review 

analysis gives good results, but still no algorithm can resolve all the challenges and 

difficulties faced by today’s generation. More future work and knowledge is needed on 

further improving the performance of the fake review. There is a huge need in the industry, 

in day-to-day life for such applications because every company wants to know how 

consumers really feel about their products and services and those of their competitors by 

analyzing true reviews not fake reviews. This research proposes an opinion fake analyzer 

which automatically classifies input text data into either fake or non-fake category. The 

chosen algorithm based on simulation work is Support Vector Machine (SVM). A 

direction for future research is to implement the system and check performance by 

applying proposed approach to various benchmark data sets. Comparing performance of 
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different classification methods to find the best one for our proposed opinion fake 

classification method could be another future research direction. However, there exist other 

kinds of review or reviewer related features that are likely to make a contribution to the 

prediction task. In the future we will do further investigate different kinds of features to 

make more accurate predictions. 

 

RESULT: 

With the increasing use of the web there is a lot of User Generated Content (UGC) 

available on different websites. Lot of research is carried out for the English language. 

Work done for the indigenous languages is less as compared to the English language. By 

studying different papers, it can be found out that started working on the Indian languages. 

Data for the indigenous languages is available across the web but is mainly collected from 

social media platforms like Twitter, Facebook and YouTube. Some researchers have 

extracted their data from social media, while some have opted for extracting the data 

manually or by performing web scrapping on different websites like Facebook, 

microblogs, E-commerce websites, YouTube etc. Authors in have accessed the FIRE 2015 

dataset. The dataset has 792 utterances and has 8 different languages other than English. 

Researchers in collected 3000 positive and 3000 negative Odia movie reviews.Authors in 

collected 1400 Telugu sentences from e-Newspapers from data 1
st
 December 2016 to 31st 

December 2016. The study in contained the speeches of different leaders who spoke about 

different domain topics like festivals, environment, society etc. The dataset was manually 

created. In 112 Hindi texts file pertaining to different domains have been collected for 

analysis. Authors in have used the SAIL Dataset which consist of training and test data for 

three different languages. Approximately 1000 tweet for each language was present as a 

training data. Extracted the data from the YouTube comments. The data extracted was 

related to the cookery website from 2 channels. Total of 9800 comments were collected. 

 

Indian languages based on Opinion Mining 

 

Dataset Indian Language 
Results 

 

Social Media 

Gujarati 
Accuracy - 92% 

 

Hindi 
Predictions for BJP as 

winner 

Hindi, Tamil, 

Bengali 

Accuracy of Hindi 2 

class classification - 

81.57% 

English 
Accuracy - 87% 

 

English 
Accuracy - 90% 

 

 

http://www.ijmra.us/
http://www.ijmra.us/


International Journal of Management, IT & Engineering 
 Vol. 9 Issue 2,February 2019,  

ISSN: 2249-0558 Impact Factor: 7.119 

Journal Homepage: http://www.ijmra.us, Email: editorijmie@gmail.com          
Double-Blind Peer Reviewed Refereed Open Access International Journal - Included in the International Serial Directories Indexed & 

Listed at: Ulrich's Periodicals Directory ©, U.S.A., Open J-Gate as well as in Cabell’s Directories of Publishing Opportunities, U.S.A 

  

766 International journal of Management, IT and Engineering 

http://www.ijmra.us, Email: editorijmie@gmail.com 

 

Dataset Indian Language 
Results 

 

Movie Reviews 

Hindi Accuracy - 87% 

Hindi 
Accuracy - 91% 

 

Odia 
Accuracy - 88% 

 

Hindi 
Accuracy - 95% 

 

 

 

Dataset Indian Language 
Results 

 

Web 

scrapping 

Hindi 

Accuracy - 71.5% 

 

 

Hindi and 

Marathi 

Marathi Language 

Accuracy - 90%, 

Hindi Language 

Accuracy- 70% 

Hindi 
Accuracy - 54.05% 

 

 

 

Dataset Indian Language 
Results 

 

Manually 

collected 

speeches 

Hindi 
Defined domains using 

the hybrid model 

E-newspapers Telugu 

subjectivity classification 

Accuracy - 74%, 

sentiment classification 

Accuracy - 81% 

YouTube 

comments 
Hinglish 

Accuracy - 74.01%, 

 

Accuracy - 75.37% 
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CUSTOMER REVIEWS BY OPINION EXTRACTION 

 

 
       Cancel            Payment      Price          safety  service 

 

 

POSITIVE  NEGATIVE  NEUTRAL 

 

 

DISCUSSION: 

Major observations made in this paper are listed below. Not many researchers have carried 

out SA on the large dataset, Majority of the research work is done on Facebook, Twitter, 

YouTube data, Extensive research is mainly carried out only on 2 domains which are 

movie reviews and politics. Very few researches are done on the cookery websites, 

medical data, and multi-domain data. Data is not extracted from the popular social media 

platforms like Instagram, LinkedIn in spite of Instagram and LinkedIn being among the top 

websites used by the people. 

As people leave on the Web their opinions on products andservices they have used, it has 

become important to develop methods automatically classifying and gauging them.The 

task of analyzing such data, collectively called customerfeedback data, is known as opinion 

mining. Opinion miningconsists of several steps, and multiple techniques have 

beenproposed for each step. In this paper, we survey and analyzevarious techniques that 

have been developed for the key tasks ofopinion mining. On the basis of our survey and 

analysis of thetechniques, we provide an overall picture of what is involved indeveloping a 

software system for opinion mining. 

 

CONCLUSION: 

Research in development of opinion mining systems is continuously increasing with the 

growing availability of subjective data in different languages. With new approaches, new 

issues and challenges get emerged. Although the English language has dominance in the 

field of opinion mining, developing opinion mining resources for Indian languages is also 

gaining interest among researchers.  

This paper presented an overview of the opinion mining tasks and techniques implemented 

to construct opinion mining resources and systems for Indian languages. The purpose of 

the present study is to review different techniques employed for different languages so as 

100% 
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60% 

40% 
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to provide direction to develop resources and systems for new languages. The area of 

opinion mining has attracted many researchers due to its practical applications and need to 

automate the analysis process. The major challenge in opinion mining of Indian languages 

is the unavailability of linguistic resources. Present review discusses various 

methodologies adopted by researchers to develop opinion mining related resources for 

different languages. The study will be helpful to decide on the adoption of technique to be 

applied for new languages. 

In future work, this approach to build opinion target extraction models for other languages 

to test the robustness of this method. Because, in many applications, companies eagerly 

wants to know about their products from customer opinions and services in different 

countries. If they have a customer opinion mining system in English, they want to quickly 

translate sentiments according to the respective language of different countries.Online 

reviews have become an important factor when people make purchase and business 

decisions. Seller selling products on the web often ask or take reviews from customers 

about the products that they have purchased. As e-commerce is growing and becoming 

popular day-by-day, the number of reviews received from customer about the product 

grows rapidly. For a popular product, their views can go up to thousands. The increasing 

popularity of online reviews also stimulates the business of fake review writing, 

whichrefers to paid human writers producing deceptive reviews to influence readers’ 

opinions. Our project tackles this problem by buildinga classifier that takes the review text 

and the basic information of its reviewer as input and outputs whether the review is 

reliable. This creates difficulty for the potential customer to read them and to make a 

decision whether to buy or not the product. Problems also arisefor the manufacturer of the 

product to keep track and to manage customer opinions. And also additional difficulties are 

faced by themanufacturer because many other merchants’ sites may sell the same product 

at good ratings and the manufacturer normally producesmany kinds of products. In this 

research, we aim to summarize all the customer reviews of a product and compare the 

products basedon reviews can be done on one place. This summarization task is different 

from traditional text summarization, because we only minethe information of that product 

on which the customers have expressed their opinions and whether the opinions are 

positive ornegative. We do not summarize the reviews by selecting a rewrite some of the 

original comment, from the reviews to capture the mainpoints as in the classic text 

summarization. Our experimental results using reviews of a number of products sold 

online demonstratethe effectiveness of the techniques. Application performs the best with a 

detection accuracy of 81.92%. 
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